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Presents ...

* Associate Professor, CS Department, PUC Chile
* Teaching

Denis Parra

— Undergraduate:

* Information Visualization and Introduction to Computer Science

— Graduate:

* Recommender Systems, Data Mining

e Research: SocVis Lab c IA Lab

— Machine learning applications (RecSys), information visualization, information retrieval,
intelligent user interfaces.

— Students: 3 PhD, 10 Master, 4 Undergraduate

e Researcher of the Millenium Institute Foundational Research on Data (IMFD,
Chile)
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IMFD - Millennium Initiative Chile
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Upcoming related conferences

* ACM RecSys 2020: Rio de Janeiro, Brasil
— Deadline: April 2020

 ACM IUI 2021: Santiago, Chile
— Deadline: October 2020
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We are living incredible days...

* Technology is showing results which resemble science fiction,
specially in the area called Artificial Intelligence
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We are living incredible days...

* Technology is showing results which resemble science fiction,
specially in the area called Artificial Intelligence.

ARTIFICIAL

INTELLIGENCE

i o o B MACHINE
LEARNING

1o gain ”;;;:;'1”9 i DEEP
L, LEARNING
9 Q’ Deep learning catapulls
= the industry.
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Natural Language Processing

* (2010-2011) IBM Watson beats humans in Jeopardy.
<< ... With all of its processing CPU power, Watson
can scan two million pages of data in three seconds.>>

E. Nyberg, CMU professor

http://www.aaai.org/Magazine/ Watson/watson.php
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Self-Driving Cars

e ol
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Mastering Go

Google Al algorithm masters ancient game of Go

Deep-laaming software dofests human profeasional for first time.

Elizatetn Goney

The comngnsted Tatl mastered Go

D.Parra ~ LARS 2019
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Zero Shot Learning: Picture to Movie

Zakharov, E., Shysheya, A., Burkov, E., & Lempitsky, V. (2019). Few-Shot Adversarial Learning of Realistic Neural Talking
Head Models. arXiv preprint arXiv:1905.08233.
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But there are some problems

* The COMPAS system is used in the USA to
predict recidivism

There's software used across the country to predict future criminals. And it's biased
against blacks.

by Julia Angwin, Jeff Larson, Surya Mattu and Lauren Kirchner, ProPublica

May 23, 2016

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

D.Parra ~ LARS 2019
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

But there are some problems

* When the COMPAS system correctly predicts
recidivism, it does it similarly to black and white,

* But, when it fails to predict correctly:

Prediction Fails Differently for Black Defendants

WHITE AFRICAN AMERICAN

Labeled Higher Risk, But Didn't Re-Offend

Labeled Lower Risk, Yet Did Re-Offend

Overall, Northpointe's assessment tool correctly predicts recidivism 61 percent of the time, But blacks are almost twice as likely
as whites to be labeled a higher risk but not actually re-offend. It makes the opposite mistake among whites: They are much
more likely than blacks to be labeled lower risk but go on to commit other crimes.

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm

D.Parra ~ LARS 2019 13

10/10/19



https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm

Other case: Gender Shades

* A Project by Joy Buolamwini, researcher at MIT Media Lab

* Examination of facial-analysis software shows error rate of 0.8 percent
for light-skinned men, 34.7 percent for dark-skinned women.

anah 1@ results by Gender Darker Darker Lighter Lighter Largest
nal bé - darke; Clasgsifier Male Female Male Female Gap
s, ligl B® Microsoft 94.0% 79.2% 100% a8.3% 20.8%
1t R TN E———x — <] oo ———— e
s yort 99.3 65.5% 99.2% 94.0% 33.8%
fems NERNGECENST]  GRMOWONT) IPROCEMENNEN  PSBOCIOAXTENN
IEM 88.0% 65.3% 99.7% 92.9%
. — amm—r rrr— Se——e——

https://www.media.mit.edu/projects/gender-shades/overview/
http://gendershades.org/overview.html https://news.mit.edu/2018/study-finds-gender-skin-type-bias-artificial-intelligence-systems-0212
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https://news.mit.edu/2018/study-finds-gender-skin-type-bias-artificial-intelligence-systems-0212
https://www.media.mit.edu/projects/gender-shades/overview/
http://gendershades.org/overview.html
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Some voices call for deeper discussion

We need to realize that the current public dialog on AI—which focuses on a

narrow subset of industry and a narrow subset of academia—risks blinding us to

the challenges and opportunities that are presented by the full scope of A, IA and
II.

Thus, just as humans built buildings and bridges
before there was civil engineering, humans are
proceeding with the building of societal-scale,

; inference-and-decision-making systems that involve
machines, humans and the environment.

Just as early buildings and bridges sometimes fell to
the ground — in unforeseen ways and with tragic
consequences — many of our early societal-scale
inference-and-decision-making systems are already

Artificial Intelligence —The Revolution exposing serious conceptual flaws.
Hasn't Happened Yet

https://medium.com/@mijordan3/artificial-intelligence-the-revolution-hasnt-happened-yet-5e1d5812ele7
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Can Recommender Systems be affected?




Can Recommender Systems be affected?

* RecSys help people on filtering noise, identifying relevant items from
a large information space. They are usually optimized on accuracy and
ranking metrics, not on fairness.

" LR 200 2R
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Can Recommender Systems be affected?

* The actual effects on user experience due to optimizing an
accuracy/ranking metric are hard to predict.

10/10/19 D.Parra ~ LARS 2019
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YouTube Deep Recommender System

* YouTube, ACM RecSys (2016)

user history and context

Covington, P., Adams, J., & Sargin, E. (2016, September). Deep neural networks for youtube recommendations.

millions| candidate |hundreds : dozens
. P——>{ ranking n
generation
video
other candidate sources features

In Proceedings of the 10th ACM conference on recommender systems (pp. 191-198). ACM.

2019 D.Parra ~ Mojito al Dato
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Neural Networks
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What does YouTube RecSys try to learn ?

* Artificial Intelligence systems still do not decide what to learn: a
human tells them the task(s).

2019

22



What does YouTube try to learn ?

* In the case of YouTube, tasks are: 1) predict the next video watched,
and 2) predict the time the user spent watching the next coming video.

2019
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What does YouTube try to learn ?

* The system is never told to distinguish good from bad content quality
(fake news, violence, etc.)

2019
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What Does YouTube RecSys recommends the most?
* Guillaume Chaslot  jatedits seeret algorithm

* He worked

developing the first
recommender
system of You'

2019




2019

What Does YouTube RecSys recommends the most?
* Guillaume Chaslot  jatedits seeret algorithm

* After resigning from
YouTube, he
created a system to
estimate what was
being recommended

https://www.thequardian.com/technology/2018/feb/02/youtube-algorithm-election-clinton-trump-quillaume-chaslot

D.Parra ~ Mojito al Dato
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2019

https://algotransparency.org

We created a robot to find out

Using search terms, our robot crawis all the top recommended videos and keeps track of the ones which are recommended most often

»

theresa may

*

D.Parra ~ Mojito al Dato
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https://algotransparency.org

YouTube's most recommended videos

from global warming

Top 100 videos

Nobel Laureate Smashes the Global Warming 8.8x
Hoax

Tommy Robinson confronts another accused 4.8x
s Muslim grooming gang
Gavin Mcinnes: THE PROUD BOYS ARE NOT 4.4x

RACIST THE PROUD BOYS ARE NOT RACIST

Frequemt terms mentioned in
the titles of these videos:

Giobal Warmrg
—————

Trump
—

Secret

Desrroy
on

HONx
Ll

Flat

Proot

Truth
-

Debate

D.Parra ~ Mojito al Dato
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YouTube's most recommended videos

from vaccines facts

Top 100 videos ' Frequent terms mentioned in
the titles of these videos:

Vacone
Why Does Wine Make Your Mouth Feel Dry? 67X

Autism
C—

Truth
o—

McCarthy
-

e 2
Wiy Avocados Shoulda't Exist 5.5x v
L]
-

Seciot
-

Moahune
.

10 Early Signs of Autism 5.1x Proof

.
Lvolubhon
.

Bl Maher gets schooled on vaccines by Bill Frist 4.6x Round

2019 D.Parra ~ Mojito al Dato
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Do people consume YouTube Recommendations ?

Many Turn to YouTube for
Children’s Content, News, How-To

Lessons
An analysis of videos suggested by the site's recommendation

engine finds that users are directed toward progressively
longer and more popular content

BY AARON SMITH, SKYE TOOR AND PATRICK VAN KESSEL

o

(MaaHoo Studio/Getty Images)

https://www.pewinternet.org/2018/11/07/many-turn-to-youtube-for-childrens-content-news-how-to-lessons

D.Parra ~ Mojito al Dato

30


https://www.pewinternet.org/2018/11/07/many-turn-to-youtube-for-childrens-content-news-how-to-lessons

People do follow recommendations, indeed.

* Study by Pew Research Center

2019

Majority of YouTube users across
a wide range of age groups watch
recommended videos

% of U.S. adults who use YouTube who say they
watch the recommended videos that appear alongside
the video they are currently watching ...

9
19 S0 N B 0o not do this
On occasion
22
15 ol EBt8 EBUGE Regulary
Total 1829 3049 5064 65+

D.Parra ~ Mojito al Dato
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Methodology (Pew Research Internet)

How the Center conducted the ‘random
walks’ analysis used in this report 174,117 random walks
Select a video at random from a list of 14,509 popular resulted in

YouTube channels using the public YouTube APL. This is
the initial starting video

696,468 total encounters
with

346,086 unique
Randomly select one of that video's recommended VideOS

top five recommended videos as
listed in the AP1 at the time,

Continue to randomly select
recommended videos ..

.. Until a total of five videos have been collected
(the starting video plus four recommended videos)

PEW RESEARCH CENTER

2019 D.Parra ~ Mojito al Dato



Are there trends in terms of Video length ?

e Data from Pew Research Center

YouTube recommendations point users
to progressively longer content

Average video length (min:sec)

Starting Flrst Second Third Fourth
video ! :

Recommended videos

PEW RESEARCH CENTER

2019 D.Parra ~ Mojito al Dato
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Are there trends in terms of Video Popularity ?

e Data from Pew Research Center

2019

YouTube recommendations point to more popular
content - regardless of starting criterion

\verage number Fourth
recommended
— } video averaged
Starting video
averaged 8.1
million views

’
)
|
‘|
'
|
{ Y Y Y
L N |
l" | . . | O |
| \ !
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New YouTubhe Recommender

* Presented in RecSys 2019, main change: multitask learning

o Still not addressing the issue of video quality / fake news

Teaining

‘shalow
L=
Eiomec S
oy 1
- 1 B v ————BEE - - -
Festares for ' ———yT— \ 6 . ]
otlacion bos oeh . won:m!“ Emtnddngs bor vasland | | nanee Features 1

a5 chch posvibon —
— e — e —
Quary 0] Candeete Vo0 s & . CONene Usar 200 Comdas? Wb res
NP0, . VRO e 0. e s profie. el

ot Features

Figure 1: Model architecture of our proposed ranking system. It consumes user logs as training data, builds Multi-gate Mixture-
of-Experts layers to predict two categories of user behaviors, i.e., engagement and satisfaction. It corrects ranking selection
bias with a side-tower. On top, multiple predictions are combined into a final ranking score.
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Should | care about this ?

* How can this affect my regular practice as professional developing or
evaluating recommender systems ?

10/10/19 D.Parra ~ LARS 2019
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Law: What happened in May 25t, 2018 ?

* The EU General Data Protection Regulation (GDPR) becomes
enforceable.

10/10/19

The EU General Data Protection Regulation
(GDPR) is the most important change in

data privacy regulation in 20 years -
were here to make sure you're * )
a1 p ' - A\
: : y, 4 4

prepared.

/" TIME UNTIL GDPR ENFORCEMENT
uUTC
135:04:01:52

Deys My M Sa»

D.Parra ~ LARS 2019
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And why do we care in this room ?

* The GDPR not only applies to organisations located within the
EU but it will also apply to organisations located outside of the EU

if they offer goods or services to, or monitor the behaviour of, EU data
subjects.

* It applies to all companies processing and holding the personal
data of data subjects residing in the European Union, regardless of the
company's location.

10/10/19 D.Parra ~ LARS 2019
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Which is the effect on my current practice ?

Right to explanation

* Article 15 “Right of access by the data subject”

* Article 22 “Automated individual decision-making, including
profiling”

e Recital 71 (linked to art. 22)

10/10/19 D.Parra ~ LARS 2019
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Recital 71

T 8 Secure Mipn 'wwa privacy-reguiation e v v T by & 0O ¢

Recital 71
EU GDPR

(T1) The data subyoct shoukd have the fight not 10 D SUbiect 10 & deSon, Which mary Include # Melsure, eviluating penonal aspects eleting 10
him or her which is basod solely on automated processing and which produces legal ofocts concarming hem or her or simiadly sgnificanty a®ects
hm or her, such as auvtomatic refusal of an oniine Credit appRcation OF e-reCNuisng Pracices without any human inlervention.

Such processing Inciudes ‘profiing’ that consists of any form of automated processing of persoral date evaluating the personal aspects refatng 1o
0 natural person, In Dartcuiar 10 analyse Of Prodct asgects concerning the data subject’s performance al work, e00NOmIc siiuaton, health, personal
mamm:wyum.mam.ﬁmtmmm“mmawcm
signiicantly affocts him or her,

However, decson-making based 0n such processng, Inciuding profilleg, should Do aliowed whars eaprossly suthorised by Union or Member State
ubmumummbmmmmmmmmmnmmn
reguAstions, SLnAards and recOmMMEndations of Union inadiutons of national oversight Dodies and 10 ersure the socurty and rekabity of & servce
provided by e controler. O necassary for B enlering or parformance of & contract botwoon the dats subject and a controlier, or when 1o dats
subjoct has gven Ms or her explolt consent.

In any case, such processing should Be subject 1o sutable safeguands. which should Inchude spociic nformation 10 Hhe dats sutyect and the nght 1o
obtan human intervention, 10 express his or her point of view, 10 chtain an axplanation of e decision reachod afer such assessment and to

challenge I'e decision,
Such measure should Nnot concem a child

In order 10 ensure fak and transparent processing in respect of the data subject, taking Mo account Pe speciic Groumsiances and contaxt n
whech D personal data are processed, the contolier should use appropriale manhematcal or stisticl procedures for the profiling, implement
fochnical and orpaniaatonal MESSUNeS SOPORNMN 10 ormure, In particuler, Pl factons which resull In INsCCuUracies N parsonyl dats ar cormecied
and he rsk of omors i minksed, sooure personal data i a manner that takes acoount of the potental risks involved for he inderosts and rights of
Ihe data sulject and that prevents, inter Ak, GSCimnaory efacts on NAursl DErsons On the bass of racial of ehNC ONgin, PORECA opINon,
redgon or bobefs, irade union mamBonship, genetic or healh status Or saxul crenlason, o that resull It Measures Paving such an effect

Automaned Seciaon-making and profing based on spocal of perscnal Gats should Do alowed only under SpeCC Condtions.
Aviomated Decsion In indvicusl Cases Consent Profios

»> Dossier

D.Parra ~ LARS 2019
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Recital 71

Recital 71
EU GDPR

WA Drwvacy - reguia

(71) The Sats subyoct shoukd hive the fight Aol 10 58 subiec! 10 & CoSOn, WhiCh mulry NS0 § Maiiure, Sviiuaing penonal Aspects reatng 1
himn or her which i3 Sasod solely on avtomgied processng and shich produces logal ofocts concorming hem or her or simiarly sgnefcanty a®ects

In order to ensure fair and transparent processing
in respect of the data subject, taking into account
the specific circumstances and context in which

the personal data are processed, the controller
should use appropriate mathematical or statistical
procedures for the profiling ...

and e rsk of onors 5 MInSed, SO0UrD persOonal dafa N & manner that takes acoount of the potental risks invoived for e imerosts and rights of
NG A SuBiect AN thal Srevents, iner Ale OSCMNMory oFacts on NEUNN PDersons OnN e Dass of facal Of GG 0N, DORLCH Cpron
redgon Or Dobefs, irade union MaMBorshp, gonetic or healh status or saxusl cnenlason, or that eyl I Measures Paving such an effect

ALLOMENS] SHCHON-MAauNG Mnd proling Based 0N 3000 CHOSONES Of PRrscnal Sals SROU Do Mlowed Only UNS! SPOCNC CoNdbons
Aviomaied Decsion In inshvcusl Cases Consant Data Protechon Guaranies Profing  Technical Aod Organsational Moasures

10/10/19 D.Parra ~ LARS 2019
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Human Interpretability in ML

* https://arxiv.org/abs/1606.08813

arXivorg > stat > arXiv: 1606 08813 m

el © Advasied Jeary

Statistics > Machine Learning

Download:
European Union regulations on algorithmic decision-making and a 2y - S
“right to explanation”
Bryce Coodman, Seth Flaxman Current browse context
stan My
Cubomtted on 28 e 2016 (vi), At revised J1 Aag 2016 BAG wersion, w1V < prev | neat »
We summarize the potencial impact that the Ewropean Union's new General Data Prosection Regulation will have on few | recem | 1606
the routine use of machine leaming algonthms. Slated 10 take effedt as law across the EU i 2018, it will resanice Change to browse by
avtomated Indvidual decislon-making (that i, algorzhms that make decisions Based on yser-level predicion) which o
"signifcantly alfect” users. The lam will also effectively Create a “right 10 explanation,” wherely a user can ask for an e CY
explanation of an algorthmic decision that mas made about them, We argee that while this Law will pose large el
chalienges for indusary, it highlights opportunties or Competer sCentists 1o take the lead in designing algorithms -

and evaluation frameworks which avoid dacrimination and enable eaplanation. References & Cieations

o NASA ADS
Commants presented at 7016 1CML Workshop on Muman isterpretabiday in Machine Learning 0WHI 20 16), New York, NY
Sebyects  Machine Learming (stat ML), Compuners and Sockety (3. CY): Learning (es LG Bookmark s e
Cteas  arOw 160608813 [statse] ns2,A78

or ar v 16060881 e ) [stat ML) Sor this vervon)

10/10/19 D.Parra ~ LARS 2019



Other Initiatives

The first bill to examine 'algorithmic
bias' in government agencies has just
passed in New York City

Lot B
Sosrevs e o

This bill would require the creation of a
task force that provides
recommendations on how information
+ New York City has passed the algorithmic accountability bill, which will assign a On agency a Utomated deC|S|0n SyStemS

task 1‘orcev to tlaxamine the way that. city govefnment agenciclzs use algorithms. may be Sha red W|th the pu bI IC A nd hOW
e el e e agencies may address instances where
« The bill is the first of its kind to be passed in the nation, and will attempt to people a re ha rm ed by agency

provide transparency in the way that the government uses algorithms. . .

automated decision systems.

10/10/19 D.Parra ~ LARS 2019 43




Potential Harms on algorithmic Decision Making

Automated] systems are nol POTENTIAL HARMS FROM ALGORITHMIC DECISION-MAKING
inherently neutral. They reflect INDIVIDUAL HARMS COLLECTIVE
Lhe priorities, preferences, and ILLEGAL DISCRIMINATION UNFAIR PRACTICES SOCIAL MARMS
prejudd . ode ! "
| ' h the ™ ! m .
& SO
{ int %
0
DUCATIO
We nsk 31 ! NS s >y »
th the v DS m nwn -
mensn went ut ¢ 05S O
! sSumpti machine » 0
peutrality. | nand $ : .
: : G
| redased Lran ] andg
| mtabih

http://gendershades.org/overview.html
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* How are researchers and practitioners
addressing these issues ?




The FAT* Conference

* https://fatconference.org

* A computer science conference with a cross-disciplinary focus that

brings together researchers and practitioners interested in fairness,

accountability, and transparency in socio-technical systems.

P e v'
ACM Conference on Fairness,

Accountability, and
, Transparency (ACM FAT*)

dis ;l ocus tha k (z the
and pf-_l(.-'.KlJ er erested in fa nta Y, a"r” 1Spa cyi

;__,/- &I

\T* 2020 will take place in Barcelona from January 27th to
January 30th, 2020.

10/10/19 D.Parra ~ LARS 2019
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The FATML group

* The FATML group suggests best practices:

* https://www.fatml.org/resources/principles-and-best-practices

Principles for Accountable Algorithms and a
Social Impact Statement for Algorithms

Principles for Accountable Algorithms

Automated decision makng algorithms are now used throughout Industry and governmaent, Lnderpinesng many

processes from dynamic pricing to employment practices 1o cnminal sentencing. Given that such aizorithmically
rformed dedisions have the potential for Significant secetal impact, the 2oad of this dotument IS 1o help
developers and product managers design and implement algorithmic systems in pubicly accountable warys
Accourtabilny in this context includes an obligMion 1O report, explain, or psUfy dlporehm decision-making a3

well a5 mitigate any NeZatve socal IMpPacts o potential harns
We begn by outlining five equally important guiding prinoples that foliow from this premise

Agorithms and the doto that drive them are designed and created by peopie « There s alwoys 0 hamon wtimately
responsidie for decisions made o informed By o olporithm, “The oipovithm v £* i nofl on occeptoble excuse f

gorthmi systems make mistokes o have undesired conseguences, including from machinedearning processes
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Workshops & Tutorials

 Tutorial on Fairness & Discrimination in Retrieval &
Recommendation: M. Ekstrand, F. Diaz, R. Burke (SIGIR & RecSys
2019) https://boi.st/FairIR Tutorial

* Tutorial on ExplainAble Recommendation and Search: Y. Zhang, Q.
Ai, J. Mao, X. Chen (SIGIR 2019)

-

* Tutorial on Fairness and Transparency in Ranking: Carlos Castillo
(LA-Web 2019, DAB 2018)

10/10/19 D.Parra ~ LARS 2019



How to Measure, Study and Prevent Bias in RecSys?

* Some definitions

* Explainability and transparency in RecSys
* Fairness in RecSys

* Open challenges

* Summary and conclusions

10/10/19 D.Parra ~ LARS 2019



e Hairness

* Accountability

* Transparency

10/10/19

FAT definitions

D.Parra ~ LARS 2019
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FAT definitions

* Fairness: The property of being fair or equitable

vs. Bias: inclination towards something; predisposition, partiality,
prejudice, preference, predilection, discrimination.

10/10/19 D.Parra ~ LARS 2019
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FAT definitions

* According to Friedman and Nissembaum (1994) a computer system is
biased “if it systematically and unfairly discriminate[s] against certain
individuals or groups of individuals in favor of others.”

Batya Friedman and Helen Nissenbaum. 1996. Bias in computer systems. ACM Transactions on Information Systems 14, 3 (1996), 330-347.

10/10/19 D.Parra ~ LARS 2019
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FAT definitions

* According to Friedman and Nissembaum (1994) a computer system is
biased “if it systematically and unfairly discriminate[s] against certain
individuals or groups of individuals in favor of others.”

— “... a system discriminates unfairly if it denies an opportunity or a good or if it

assigns an undesirable outcome to an individual or a group of individuals on
grounds that are unreasonable or inappropriate.”

Batya Friedman and Helen Nissenbaum. 1996. Bias in computer systems. ACM Transactions on Information Systems 14, 3 (1996), 330-347.
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FAT Definitions

* (Algorithmic) Accountability: To be accountable means to be

subject to giving an account or having the obligation to report, explain
or justify something -> explainable Al (XAI).
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FAT Definitions

* (Algorithmic) Transparency: is the principle that the factors that

influence the decisions made by algorithms should be visible, or
transparent, to the people who use, regulate, and are affected by
systems that employ those algorithms.
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Important Distinction

* Algorithmic accountability vs algorithmic transparency: Some people
use it interchangeably, but a system can be accountable (provide
explanations, justifications) without necessarily being transparent
(completely opening the complexity of a black-box)

* From the DARPA XAI Program

h Input Stacktiox Output ’_/jk

Image from Zhang et al. (2019) Tutorial on ExplainAble Recommendation and Search
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Other relevant terms

* Interpretability, in the context of AI/ML:

— “the degree to which a human can understand the cause of a decision” (T.
Miller, et al. AI 2018)

— “the degree to which a human can consistently predict the model’s result” (B.
Kim, et al. NIPS 2016)

— “the ability to explain or to present in understandable terms to a human”
(Doshi-Velez and Kim, 2017)
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1. EXPLAINABILITY &
TRANSPARENCY




FAT in Recommender Systems

* Herlocker, J. L., Konstan, J. A., & Ried], J. (2000). Explaining
collaborative filtering recommendations. In Proceedings of the 2000

ACM conference on Computer supported cooperative work (pp. 241-250).
ACM.

 Sinha, R., & Swearingen, K. (2002). The role of transparency in
recommender systems. In CHI 02 extended abstracts on Human factors in

computing systems (pp. 830-831). ACM.
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* Herlocker, J. L., Konstan, J. A., & Riedl, J. (2000). Explaining collaborative filtering recommendations.

FAT in Recommender Systems (movies)

In Proceedings of the 2000 ACM conference on Computer supported cooperative work (pp. 241-250). ACM.

10/10/19

Number of Neighbors

Your Neighbors' Ratings for this

Ratings for Sixth Sense, The (1999) by your
Neighbors

Rating Your Neighbors' Ratings

Must See \ | | ||

Strong
Neighbors Neigh‘z:::
(very similar)

It's OK
Fairly
Bad
Awful

Click on a bar to see that neighbor's profile!

Movie

25 23
20
15
10 ¥

5 3

0

I'sand 2's J's 4'sand 5s
Rating

Figure 4. A screen explaining the recommendation for the movie
“The Sixth Sense.” Each bar represents a rating of a neighbor.
Upwardly trending bars are positive ratings, while downward trending
ones are negative. The x-axis represents similarity to the user.
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FAT in Recommender Systems (music)

* Sinha, R., & Swearingen, K. (2002). The role of transparency in recommender systems.

In CHI'02 extended abstracts on Human factors in computing systems (pp. 830-831). ACM.

Figure 1: Relationship of Transparency&

Familiarity with Liking '@ Not Transparent
'@ Transparent
o 5
B s e s AR e
ol
T £I
32 =
< 1.

Negative Positive Previous
Error Bars show Std. Error Prévious Opinion Opinion
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FAT in Recommender Systems ||

 Tintarev, N., & Masthoff, J. (2007). A survey of explanations in
recommender systems. In 2007 IEEE 23rd international conference on data

engineering workshop (pp. 801-810). IEEE.

 Tintarev, N., & Masthoff, J. (2012). Evaluating the effectiveness of
explanations for recommender systems. User Modeling and User-
Adapted Interaction, 22(4-5), 399-439.

* Tintarev, N., & Masthoff, J. (2015). Explaining recommendations:
Design and evaluation. In Recommender systems handbook (pp. 353-

382). Springer, Boston, MA.

10/10/19 D.Parra ~ LARS 2019

62



FAT in Recommender Systems ||

 Tintarev, N., & Masthoff, J. (2007). A survey of explanations in
recommender systems. In 2007 IEEE 23rd international conference on data

engineering workshop (pp. 801-810). IEEE.
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RecSys: Explanatory Goals and Definitions

Aim Definition

Transparency (Tra.) Explain how the system works

Scrutability (Scr.) Allow users to tell the system it
1S wrong

Trust Increase users’ confidence in

the system
Effectiveness (Efk.) Help users make good decisions

Persuasiveness Convince users to try or buy

(Pers.)

Efficiency (Efc.) Help wusers make decisions
faster

Satisfaction (Sat.) Increase the ease of usability or
enjoyment

Tintarev, N., & Masthoff, J. (2007). A survey of explanations in recommender systems. In 2007 [EEE 23rd international conference on data
engineering workshop (pp. 801-810). IEEE.
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XAl (2017)

* XAl is a term coined by David Gunning, program manager at DARPA
Mr. David Gunning

Information Innovation Office (120)

Explainable Artificial
Intelligence (XAl)

Program Manager

Mr. David Gunning
DoD and non-DoD

Al System Applications

- -
. - -

:,’.'. :ﬂﬁ'« ,E
-5;."«? - Transportation
B Security

* We are entering 2 new Medicine * Why did you do that?
age of Al applications * Why not something eise?

* Machine learning is the Finance * When do you succeed?
core technology * When do you fail?

* Machine learning models Legal « When can 1 trust you?
are opaque, non- * How do | correct an emror?
intuitive, and difficult for Military
people to understand

Figure 1. The Need for Explainable Al
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XAl for Recommender Systems

* First generation of approaches for Recommender Systems were easily
to explain: User and Item based CF, Content-based, Rule-based
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15t generation of RecSys

* Algorithms were simple and intuitive (User-based KNN, Item-Based
KINNN, Content-based, Case-based)

* Provide explanations for items recommended would not require a big
engineering effort
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15t generation of RecSys

e User Based KNN

Item 1
/ = :
> 1 Explanation: Users
- who have similar
4 /-‘ Item 2 . . .
- | ratings with you highly
Active user 4 4 rated this item
™~
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15t generation of RecSys

e Content Based

i

Explanation: This

items has similar content
(features: description,
actors, director, genre) to
what you have liked in

the past

10/10/19
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XAl for Recommender Systems

* The Second generation of RecSys, based on Matrix Factorization
made the process more difficult: latent user and item representation

10/10/19 D.Parra ~ LARS 2019

70



2"d generation of RecSys

* Matrix Factorization - latent factor models: difficult to explain

User Feature Matrix (F x N)

0 0 »
& -1 -4 1

Rating Matrix (N x M)
f, -2 0 -3

: : T 2 2 2
R: 5 i / i |3 min > (i — g7 - p,)* + g, +Ip,IP)
g, :
I 4 2 1 Rt (u,))EK
": Movie Feature Matrix (F x M)
07| 3 3 o o
il E S &
f,| 1 0 -2
f,|4 -4 1
f,|o 2 2

10/10/19 D.Parra ~ LARS 2019




2"d generation of RecSys

* Alternatives: try to assign explicit meaning to latent factor models:

— Zhang, Y., Lai, G., Zhang, M., Zhang, Y., Liu, Y., & Ma, S. (2014). Explicit factor
models for explainable recommendation based on phrase-level sentiment
analysis. In Proceedings of the 37th international ACM SIGIR conference on Research &
development in information retrieval (pp. 83-92). ACM.

— Chen, X,, Qin, Z., Zhang, Y., & Xu, T. (2016). Learning to rank features for
recommendation over multiple categories. In Proceedings of the 39th International

ACM SIGIR conference on Research and Development in Information Retrieval (pp. 305-
314). ACM.

— Wang, N., Wang, H., Jia, Y., & Yin, Y. (2018). Explainable recommendation via
multi-task learning in opinionated text data. In The 41st International ACM SIGIR
Conference on Research & Development in Information Retrieval (pp. 165-174). ACM.
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2"d generation of RecSys

Zhang et al (2014) “Explicit factor models for explainable
recommendation based on phrase-level sentiment analysis”

Users pay attention to
different features

Review
Corpus

Items perform well on
different features

Sentiment
Lexicon

Recommend T

Figure 1: The product feature word and user opin-
ion word pairs are extracted from user review corpus
to construct the sentiment lexicon, and the feature
word set further serves as the explicit feature space.
An item would be recommended if it performs well

on the features that a user cares.

%) : i Star Rating: 4 stars
- - ! / Review Text: Screen is perfect,
1 j/ but earphone is not that good.
‘{p---—-—q---—-:----d bl N
~ NP4 ; : x
4! : | y | (screen, perfect, 1) [normal]
d Py Py t==qF--4F--F==5" (earphone, good, 1) [reversed]
8 |t
~ 1 :
N : | (screen, 1), (earphone, -1)

(
1
1
1

Figure 2: An example of user-item review matrix,
where each shaded block is a review made by a user
towards an item; the entries included in the review
are extracted, and further transformed to feature
scores while considering the negation words.
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XAl for Recommender Systems

* The Third generation based on Deep Learning makes accountability
and transparency even more difficult !
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3rd Generation of RecSys

* In Matrix factorization we had one level of interactions, with deep
learning we can have many! Making explanations more complex

v ful
l

o |
3 o \ .\._ .
} " 5 A AR B e, "
] . / \ \ —~
\ e / \ N —~
\ . - ’ / \ ~. .

%N ) '_‘_‘_x_':_"f"_'_‘_x;_‘_"-"_'_'_ xT AI _-_‘(::»
= ot =, 2 “ Latent

Latent | g :
factors Y 02 By Dy Oy (Ds > neurons
N A LS~ :

s i Ssiiason NIt
User W"’W dntation g rpp(ésonwbon
s
b
Shallow, Bi-Linear Deep, Non-Linear

Image from Zhang et al. (2019) Tutorial on ExplainAble Recommendation and Search
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3rd Generation of RecSys

e Alternatives: use attention mechanism within the neural architecture
(over text or images)

* Generate explanations directly (Natural Language Generation)

* Use a model agnostic approach: generate explanations after
recommendation (LIME, SHAP, etc.)
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Neural Attention

e Attention in neural networks is a mechanism which allows the model
to focus selectively during the learning process.

* Eventually, we can observe where the network was attending to in
order to make a prediction.

Olah, C., & Carter, S. (2016). Attention and augmented recurrent neural networks. Distill, 1(9), el. http://doi.org/10.23915/distill.00001
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Neural Attention

* Example of document classification: Does the model attends to
reasonable words ?

A meta analysis of birth origin effects on reproduction

snenton ‘ in diverse captive environments
i Prediction: Not Relevant (NR)
‘ \ Ground truth: Not Relevant (NR)
hidden \
states hr h: M P o % —_—
Title: reproduction in diverse captive en
i ! Abstract: captive r'o
" é f * Binary ¢ -4 for exnnction in
LSTMCELL —3= LSTMCELL +—>{ LSTMCELL | | LSTMCELL e . the long sustainability of captive
i ! b ! invertebrates birds and mammals that
* 1 T 1 captive n !
o'rl:o';::’.lnz of | ™ w2 w ~
in negative ection for captive studs the foundation for
121 of change
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3rd Generation of RecSys

Seo, S., Huang, J., Yang, H., & Liu, Y. (2017). Interpretable
convolutional neural networks with dual local and global
attention for review rating prediction. RecSys 2017.

(' concatenation )

Tu'i

FC layer

concatenation

max pool over max pool over max pool over max pool over
sequence sequence sequence sequence

( convolution ) ( convolution ) ( convolution ) ( cohvolution )

@FT )| | (=]

B @FLED (e [EW

( local attention ) (globalmemion ) ( local attention ) (glubal attention )

(m=]|wiwin) |(@e]]

[ ) ({wjajo]m)| | (o )e]w]nn)

Wi W, Wy Wy w;
L-Attn G-Attn
User Network

wr Wi w, Wyp Wy w2 Wwr
L-Attn G-Attn
ltem Network

Yelp (user), L-Attn-only model: local attention

They carry some rare things  that - can’t find anywhere else. The

staff  is _ bestin Arizona . [ prefer ma-and-pa.
They - you the - and they value your business -
R~ - ' [ -

that Lux has the - coffee I've ever had at this point. Screw all my previous
reviews. This place has coffee down , they make - good toast too .

Yelp (user), G-Attn-only model: global attention

. - - -
- - cool - best in Arizona. . prefer ma--

pa. They treat _ and they value yourbusiness extreme.

They are good people great atmosphere - music. I definitely believe

that Lux has the best coffee I've ever had at this point. Screw all my previous

reviews. This place has coffee down, they make damn good toast too.
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3rd Generation of RecSys

* Chen, ].,Zhang, H., He, X., Nie, L., Liu, W., & Chua, T. S. (2017).
Attentive collaborative filtering: Multimedia recommendation with
item-and component-level attention. SIGIR 2017.

{ "'“"“l“"""" History Image New Image

! |

) . - ’-uq -

_{’a a l T etom \ User 1 : Original . (v :

) | ey ' Image '

e peebe ' x_-_--: ' ]

im'll. o< e ;adll; 't.m ' '

— = —’ Attention 0.5 ' spatial '

1 """"'“'vv‘".' - ] | Attention oo :
A A A llulﬂ : l.

/ N\ N N '

/] T\ i s Y .
...................... 0. 0.19 .
Attention } 2 r : [6 2 : :
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3rd Generation of RecSys

* Li,P., Wang, Z., Ren, Z., Bing, L., & Lam, W. (2017,). Neural rating
regression with abstractive tips generation for recommendation.
SIGIR 20 1 7 Table 10: Examples of the predicted ratings and the gener-

ated tips. The first line of each group shows the generated
rating and tips. The second line shows the ground truth.

(r=$) T log p(w) Rating Tips
. 4.64 | This is a great product for a great price.
T ‘ g e e : - 5 Great product at a great price.
= 4.87 I purchased this as a replacement and it is a
. | o - == =B e = perfect fit and the sound is excellent.
OO ' D R e i R S 8 R 5 Amazing sound:
, : : 4.69 I have been using these for a couple of months.
EEE) ! Il BN OB B8 &EE 4 Plenty of wire gets signals and power to my amp
U v E just fine quality wise.
User Item 7 Really good pirza ' 4.87 One of my favorite movies.
5 This is a movie that is not to be missed.
Rating Regression Abstractive Tips Generation 4.07 Why do People hate thisﬁl'n‘
4 Universal why didnt your company release this
Figure 2: Our proposed framework NRT for rating regression and abstractive tips generation. edition in 1999,
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Adapting current XAl approaches to RecSys

* LIME: Ribeiro, M. T, Singh, S., & Guestrin, C. (2016). Why should i
trust you?: Explaining the predictions of any classifier. KDD 2016.

— §"+_

e
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Adapting current XAl approaches to RecSys

* Adapting LIME to recommendation: Nobrega, C., & Marinho, L.
(2019). Towards explaining recommendations through local surrogate
models. ACM/SIGAPP Symposium on Applied Computing.

&
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This survey is not exhaustive

* | strongly recommend visiting

* https://sites.google.com/view/ears-tutorial/

10/10/19

Qingyao Ai

Yongfeng Zhang

Assistant Professor Postdoc Assistant Professor
Rutgers University, New Tsinghua University, Beijing, University of Utah, Salt Lake

Brunswick, NJ, USA China City, UT, USA
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Accountability: the Role of Interactive Visualization

e PeerChooser (O’Donovan et al, 2008)

e SmallWorlds (Gretarsson et al, 2010)

» TasteWeights (Bostandjev et al. 2012, Knijnenburg et al. 2012)
» TalkExplorer/Aduna (Verbert et al. 2013)

e SetFusion (Parra et al., 2014)

* Moodplay (Andjelkovic et al., 2016)

* 3D Inspector (Loepp et al, 2017)
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e PeerChooser (CHI
2008)

* John O'Donovan,
Barry Smyth, Brynjar
Gretarsson, Svetlin
Bostandjiev, Tobias
Hollerer

Peerchooser - 1

slistance From Avatar is Mouseover 2 —— -
Pearson Correlation -~ s Highlights and =
' Shows Ratin

-

K-nearest neighbor

highlighting. _ G
Dynamic Predictions
on User-Selected

Link Shows Affinity for Top-n, Cluster, [tems
Genre Correlation, Prediction

and Database Options

2: Amnotated Screenshot of PeerChooser’s Interactive
Interface.



Smallworlds - 2

*  SmallWorlds:
Visualizing Social

Recommendations
(IEEE-TVCG 2010)

*  Brynjar Gretarsson,
John O'Donovan ,
Svetlin Bostandjiev,
Christopher Hall,
Tobias Hollerer

*  User study with 17
users




TasteWeights - 3

Controllability: Sliders

* TasteWeights: a Wl , | & that let users control
visual interactive m “ e the importance of
hybrid recommender s : RN ) preferences and
system (RecSys 2012) == -~ ¢ 1 — contexts

o Bostandjiev, S., e _ Granwsy Award Weondis e
O'Donovan, J., & : € o
Hollerer, T. | e——

e e K Inspectability: lines that
 § o connect

3 == L recommended items

o e e Arcti Monken with contexts and

user preferences

Also : Knijnenburg, B. P., Bostandjiev, S., O'Donovan, J., & Kobsa, A. (2012). Inspectability and control in social recommenders.
In Proceedings of ACM RecSys.



Visualizing
recommendations to
support exploration,
transparency and
controllability (IUI
2014)

Verbert, K., Parra,
D., Brusilovsky, P., &
Duval, E.

- e
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SetFusion - 5

L PP S 2. Corl agm fe facenl for B eea? A cdaton recomemandasion ystem
* See what you want to v ) e oppor-sgraasser sy o =2 (@)
. . MO DO E D pade ) n
see: visual user-driven G Sm— ¢ | 20 Sutost s e g P ot
3 ’ A e MU r Own Albertson
approach for hybrid ko | | . e
) L Gurdered Adfacts sod er Agency 73
recommendation (IUI Prisonmty Sned aetbies fn ACH B¢ - | B At Mt s A P i
[——— L -
2014) 0. Ts Pata 32 Movaton thraugh Game Desgn Dmerts. Sewant Sased Qanicator ind
UpDdete Recormmendaton Lst Morgfd Qemficator "0
d DeniS Parra, Peter * Muver swar cothen % caprs A (c) — o
: "k e e S (s Mgl subven 9 Autornat om0ty rg Sewn TIIE iy IMhmaiar Semnrg A Hradw Marsr Moo
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o« + 99
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P —

SetFusion: A Controllable Hybrid Recommender

Parra, D., Brusilovsky, P., Trattner, C. U1 2014, Haifa, Israel



Moodplay: Interactive
Mood-based Music
Discovery and

Recommendation.
(UMAP 2016)

[vana Andjelkovic,
Denis Parra, and John
O'Donovan.

Moodplay - 6

http://moodplay.pythonanywhere.com/




3D Landscape - 7

A 3D item space & Raiservig

U
*.* RotstePan

visualization for
SHow Mide
presenting and
manipulating user
preferences in

collaborative filtering
(IUT 2017)

Kunkel, J., Loepp, B., &
Ziegler, J.

Brazil

" Genres: Fantasy
Yoar: 1905
l ' | Ratings: 13957
Brazil is a Terry Gillam dystopk
black comedy fiim that reflects
the melanchaly. dreamiike
qualey ofa famous Brasdian
song that's been translated
into English.
The flim parodies the mostly
disfunctional burewdcratic werld
we live in and takes us to a
post-apocaliyptic world in the

future yet with our present day
atitudes in mind. Read more...

Technology
Burocracy

Avg. rating: 403
Director: T, Gilkam

Dystopia
Police State
Dream Black Comedy



Open Challenges

e Recent advance in NLP models, neural attention architectures (the
transformer), and generative models provide a big potential for this
area. Notice that interpretable != transparent.

* Visualization has not been deeply explored for supporting
transparency and explainability in recommender systems, and it is and
open field for further research.

* For a glimpse of what can be done combining the aforementioned
points, check https://distill.pub as well as https://visxai.io
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® Millennium Institute
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-' Research on Data

The Effect of Explanations and Algorithmic Accuracy
on
Visual Recommender Systems of Artistic Images

Vicente Pablo lvania
Dominguez Messina Donoso-Guzman

Pontificia Universidad Catélica de Chile (PUC Chile)



Open Questions

* We learned that visual features from DNNs perform better than

10/10/19

attractiveness visual features.

Average brightness
Saturation
Sharpness .
Entropy Predictive Accuracy
RGB-contrast
Colorfulness

Naturalness

Attractiveness Deep Learning
visual features visual features
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Open Questions from Content-Based RecSys

* We learned that visual features from DNNs perform better than

10/10/19

attractiveness visual features, but they are harder to explain.

Average brightness
Saturation

h . e
Sharpness Predictive Accuracy

Entropy
RGB-contrast
Colorfulness
Naturalness >
.
_ Explainability ,
Attractiveness Deep Learning

visual features visual features
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Data: UGallery

* Online Artwork oy
Store, based on W
(— )

Suten Nerssyan Camerne MeCargar

CA, USA.

C_) 12 x15°, o8 paitng 15% 2 27°, walarcoier paning
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M tly ] S
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CB RecSys algorithm: Visual Features

* (DNN) Deep Neural
Networks

* (AVF) Attractiveness-based
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White-box Explanation (AVF)

Artworks rated: 0110
Esplanation
o Hevorrmesendod bocene
e S £ 00 30% srvir 10 s a%eork
— , i .
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Black-box explanation

Artworks rated: 2/10

I BT 00N iy DTS WOrs. I JO10% samlar 1O T &My £ GO .52% smelar 10 ths arwonk

Recommended Artwork £ xplanation

—— — ﬂ

a | ==
TR .
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Study Procedure

preference
elicitation

Algorithm: Within subjects
(repeated measures)
1

map order of
algorithm randomly

DNN ' AVF

-

Interface 1

I
1
No explanation 1| No explanation

Interface 2

Explanation based on ;| Explanation based on top3
top3 similar images | similar images

e w] o el -

__Between

Interface 3

" subjects
Explanation based on || Explanation based on
top3 similar images barchart of visual features

T ——
v

pre-study
survey

L I B B

|
T
|
|

post-DNN post-AVF
survey survey
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Preference Elicitation

* We collect user preferences from a Pinterest-like interface

10/10/19 D.Parra ~ LARS 2019 102



preference
elicitation

|
|
I
I
I
1

Study Procedure

Algorithm: Within subjects
(repeated measures)

A

ﬂap orderof\Q

et

pre-study
survey

algorithm randomly
L}
DAN : AVE
1 |
*| Interface 1 | No explanation 1| No explanation
|Interface 2 | Explanation based on || Explanation based on top3 I;;erface:
g top3 similarimages ;| similar images | |.Between
. . + | subjects
Interface 3 | Explanation based on ;| Explanation based on |
- top3 similar images 1| barchart of visual features |
Rl Al
1 I
I I
! I
post-DNN post-AVF
survey survey
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Interface 1: no explanation

User Study. (step 4 of 5) Recommendation we | Logot

Lo et [ o

Artworks rated: 310
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preference
elicitation

|
|
I
I
I
1

Study Procedure

Algorithm: Within subjects
(repeated measures)

A

ﬂap orderof\Q

et

pre-study
survey

algorithm randomly
DNN H AVF .
*| Interface 1 | No explanation : No explanation :
| Interface 2 | Explanation based on : Explanation based on top3,
g top3 similarimages | similar images |
Interface 3 | Explanation based on : Explanation based on '

top3 similar images

barchart of visual features

Interface:

_Between
subjects

|
T
I
|

post-DNN
survey

— - -

post-AVF
survey
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Int. 2: explainable, no transparency

User Study (step 4 of 5) Recommendation - Loond
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preference
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|
|
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I
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Study Procedure

Algorithm: Within subjects
(repeated measures)

A

ﬂap orderof\Q

et

pre-study
survey

algorithm randomly
DNN H AVF .
*| Interface 1 | No explanation : No explanation :
| Interface 2 | Explanation based on : Explanation based on top3:
g top3 similarimages | similar images |
Interface 3 | Explanation based on : Explanation based on

top3 similar images

barchart of visual features

Interface:

_Between
subjects

|
-
I
|
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post-AVF
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Interface 3: explainable & transparent

1o 4 5) et Logows
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Evaluation & Results

Study on Amazon Mechanical Turk:

® 121 valid users completed correctly the study.

® Task took them around 10 minutes to complete.

® ~56% female, 44% male.

® 80% attended to 1 or more art classes at high school level or above.

® 80% visited museums or art galleries at least once a year.
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Results

Evaluation Dimensions

Interface

(DNN: Top-3 simalar, AVF: feature bar chart)

Explainable Relevance Diverse SN Use Again Truast Average Rating
( \ Satistaction
Condition DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF
In'lcrfacc 8 66.2° 514 690" 536 61 694° 699 621 658 597 693 637 3.55° A3
(No Explanations) il il
Interface 2 ! ! : :
3.5 74 800" 7 4 . 99" A" b 76.1° Y 759° 2.7 v oy §
(DNN & AVF: Top-$ similar images) 83.5°1 4.01 D 61 588 o 766" 617 61" 65 . AR 56 5.00
Interf. 35
s sat! 7041’ s2sr' se2  esst' 2 699" 633 782" S8 7M1 554 390 299

Interface 1: Ul without explanation
Interface 2: Ul with example-based explanation
Interface 3: Ul with transparent explanation (AVF)
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Results

Evaluation Dimensions

ieriace

(l-\phm.\hlc Relevance Diverse SUS Use Again Truast Average R.uum
Satisiacton

Condition DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF
Inferface 1 66.2° 514 690" 536 61 694° 699 621 658 597 693 637 555" 323
(No Explanations)
Interface 2 | 1 -

3.5° 7 800° 617 : 9.9 76.6° 3 76.1° 659 759° o627 67" 3
(DNN & AVF: Top-$ similar images) 83.5°1 .01 D 61 588 o 66" 617 6.1% &5 5 ¢ LY 5.00
poimatss sa.2't' 7041’ 523°t' %62 es3t' N2 699" 633 782" 587 77.7° 554 $.90° 299
(DNN: Top-3 similar, AVF: feature bar chart) \ > o Mt ia b i e i AL S ' o !

-

7 dimensions evaluated, for DNN and AVF (scale 1-100):

Perception of:

- Explainability - Satisfaction w/Ul - Avg. Rating
- Relevance - Intention of use

- Diversity - Trust on RecSys

10/10/19
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Results

* Result : Explainable interfaces increase perception of explainability.

Evaluation Dimensions

Interface

Explainable Relevance Diverse . Use Again Trust Average Rating
Satislacton

Condition DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF
Interface 1 - L . . ” o oY A

, 662 a4 69.0 536 46.1 694 699 621 658 595 693 657 155 123
(No Explanations)

Interface 2 ~ T 1

) 83.5° 74.0 800" 617 88 o009 766" 617 761" 659 759 e27 7T 300
(DNN & AVF: Top-3 similar images) = — : . ' - : azal . ‘ =
Interface 3 84.2°1" 7041 £231) 549 653t 712 699° &33 ™2 587 "7 §5.4 $00° 299
(DNN: Top-3 similar, AVF: feature bar chart) " S il ML . ' e = dacao e " o =

- Result expected: people perceive the system as
more explainable using the explainable
interfaces than non explainable.
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Evaluation & Results

* Result 2: Perception of relevance changes just by adding

explanations -> User Interface really matters!!

Explainable

Relevance

Evaluation Dimensions

Interface

Diverse Use Again Frst

Satisfacton

Average Rating

Condition DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF
Interface 1 2 a8 e N R < e x
7“\,” ! \APLVA!LHI'!I" 662 a2l A (b“ _\\b\ 6.1 694 699 621 658 595 695 635 155 .23
Interface 2 83 ".’1' 74.01" 800" 617 588 o099 766 617 76.1° 659 759" 627 367" 500

(DNN & AVF: Top-3 similar images) ~ B - R —
Interface 3 o o 84 "‘1' 70 4" $2%'1t' s62 65 \t' 71.2 699" 63% T82° 587 71.7° 554 s 90 299
(DNN: Top-3 similar, AVF: feature bar chart) g Rvee \“ A y ki - Scoacle s " o 3 -
- Algorithm is the same (DNN), but by
adding explanations people perceive
recommendations as more relevant,
- Result is significant only with DNN.
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Evaluation & Results

 Result 3: No difference in Trust between DNN and AVF in I1

(without explanations)

Evaluation Dimensions

. Interface
Explainable Relevance Diverse A Use Again Truast Average Rating
Satisiacton
Condition DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF DNN AVF
Interface 1 o 2 i . i - o e
S o627 2l A 690 536 46.1 694 699 621 658 595 693 637 5 3.23
(No Explanations)
“Interface 2 ; | ( \
L , 83.5 74.0% 800" 617 588 o099 766 617 7617 659 759 w27 3 4 5.00
(DNN & AVF: Top-3 simalar images) 1 = '
Interface 3 84.2°t' 0.4t 31! 542 653t 712 699° &3% T_ Y LR 7 %54 3 00" 20
(DNN: Top-3 similar, AVF: feature bar chart) = o chitacth ey b . VT oIt k' 2 o ) %

- The difference in Trust between DNN

and AVF becomes significant only
when using explainable interfaces.
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Take-away

* From the tutorial on XAI for IR and RecSys by Zhang, Ai, Mao, Chen:

* What is interpretability in the context of ML/AI?

— “the degree to which a human can understand the cause of a decision” (T.
Miller, et al. AI 2018)

— “the degree to which a human can consistently predict the model’s result” (B.
Kim, et al. NIPS 2016)

— “the ability to explain or to present in understandable terms to a human”
(Doshi-Velez and Kim, 2017)
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2. FAIRNESS IN RECSYS




Where does Unfairness come from ?

World —» Source Model and
Data Training
A
\ 4
— Evaluation -« Results
AR
-

From tutorial by Diaz, Ekstrand & Burke (SIGIR and RecSys 2019): https://fair-ia.ekstrandom.net/sigir2019
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World & Data Bias

world i} ]

¥ 1ISD - MINiS S ’ e -- n b< chme_
artist ™. - aCtresS - r IOh

wo ~ later
=% en .
«[ady-femaleWa i girl servedplayedleague s
\‘:‘;(c ‘ '. ) ': ¥ N , w“\‘am .\‘.';"‘. I. | '.
OV! s SONE — v | . K pau "durmg

..‘—‘.‘

Figure 5: Words most associated with women (lefl) and men (right), estimated with Pointwise Mutwal Information. Fonl saze is inversely
proportional to PMI rank. Color encodes frequency (the darker, the more frequent),

Wagner, C., Graells-Garrido, E., Garcia, D., & Menczer, F. (2016). Women through the glass ceiling:
gender asymmetries in Wikipedia. EPJ Data Science, 5(1), 5.
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Consumer vs. Producer Bias

* The figure, from Ekstrand, Diaz, Burke (2019) show different
stakeholders on Information Access Systems

@ [tems < - e @
w - -
® o ® g ¢ Inventory e ® =
8 * s
-
Consumers Producers

From tutorial by Diaz, Ekstrand & Burke (SIGIR and RecSys 2019): https://fair-ia.ekstrandom.net/sigir2019
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Consumer Bias in RecSys

All The Cool Kids, How Do They Fit In?
Popularity and Demographic Biases in Recommender
Evaluation and Effectiveness’'

Michael D. Ekstrand MICHAELEKSTRANDIIBOISESTATE. EDU
Mucun Tian MUCUNTIANTIU. BOISESTATE. EDU
lon Madrazo Azpiazu IONMADRAZOTIU . BOISESTATE.EDU
Jennifer D. Ekstrand JENNIFEREKSTRANDTIU, BOISESTATE, EDU
Oghenemaro Anuyah OGHENEMAROANUYAHTIU, BOISESTATE. EDU
David McNeill DAVIDMONEILLTIU . BOISESTATE. EDU
Maria Soledad Pera SOLEPERATIBOISESTATE. EDU

People and Information Research Team, Dept. of Computer Science, Boise State Universily
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Biases in RecSys

Age Gender
60%
o = Age Gender
: & g 1200 Vet

20% - = E 800 10105 r;‘

0% s Ilmow_ . | %8 | § 785 rn B =
p oo - § ﬂﬁ. L ﬁ.. :
® % g 0
(] e [
, 20% 74357 ﬂ K = 9
S oy e &_mz__zw__mL- R S 60 =

60% = = a

40% r 1-17 18-24 25-34 35-44 45-49 50-55 56+ NA

=

Demographic

g R [ -

1-17 18-24 25-34 35-44 45-49 50-55 56+ NA . . .
Demographic Figure 2: Median items consumed by users in

each demographic group. We omit LFM360K

Figure 1: User distribution by demographic since it only contains each user’s top 50 artists.

group. Numbers in bars are the number of users
in that bin.
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Biases in RecSys

I-B I-E Mean-E MF-B MF-E
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Language models (word2vec, Glove, etc.)

app.-ux:. top N WOMAN

class probabilities
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nearest neighbor 4 i softmax
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m 11 geprraphic
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embedded video watches [embedded search wokens

https://blog.acolyer.org/2016/04/21/the-amazing-power-of-word-vectors/
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Bias in Language Models

* In addition to their ability to learn word meaning from text,
embeddings, alas, also reproduce the implicit biases and

stereotypes that were latent in the text.

* Bolukbasi et al. (2016) found that the closest occupation to ‘man’ -
‘computer programmer + woman in word2vec embeddings trained
on news text is homemaker’

o https://web.stanford.edu/~jurafsky/slp3/6.pdf
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Debiasing in Language Models

* Recent research focuses on ways to try to remove these kinds of biases

* By developing a transformation of the embedding space that removes
gender stereotypes but preserves definitional gender (Bolukbasi et al.

2016, Zhao et al. 2017) or changing the training procedure (Zhao et
al., 2018).

* However, although these sorts of debiasing may reduce bias in
embeddings, they do not eliminate it (Gonen and Goldberg, 2019),
and this remains an open problem
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Producer Bias

* Ekstrand, M. D., Tian, M., Kazi, M. R. I., Mehrpouyan, H., & Kluver,
D. (2018). Exploring author gender in book rating and
recommendation. ACM RecSys 2018.

40%
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2 22 | e B |
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3 05 Y, : = . o
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Proportion of Female Authors
Q,é\ (0 IQ\)O ‘_(\ \\(\
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Linking Result
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Producer Bias

Ekstrand, M. D., Tian, M., Kazi, M. R. 1., Mehrpouyan, H., & Kluver,

D. (2018). Exploring author gender in book rating and
recommendation. ACM RecSys 2018.
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Filter Bubble

* The term filter bubble was popularized by Eli Pariser in his book “The
filter bubble: What the Internet is hiding from you’”.

* It refers to echo chambers and feedback loops: people gets stacked into
a bubble without much option to escape and consume more diverse
content.

* Chaney, A.J., Stewart, B. M., & Engelhardt, B. E. (2018). How
algorithmic confounding in recommendation systems increases
homogeneity and decreases utility. ACM RecSys.
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Fairness methods in Ranking

* From Tutorial on Algorithmic Bias in Rankings (Car.

Yang, K., & Stoyanovich, J. (2017, June). Measuring fairness in ranked outputs. In Proceedings of the 29th International Conference on Scientific and Statistical Database

1. Rank protected and unprotected
separately

2. For each position:

e Pick protected with probability p

e Pick nonprotected with
probability 1-p

Continue until exhausting both lists

Management (p. 22). ACM.

10/10/19

rank gender

1 M
2 M
3 M
4 M
5 M
6 F
7 F
8 F
9 F
10 F
p=0

rank gender
1 M
2 M
3 F
4 M
5 M
6 F
7 M
8 F
9 F
10 F
p=0.3

os Castillo, 2019)

I
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Open Challenges for Fairness in RecSys

* DATA: Most datasets do not have information to investigate these
issues, identifying biases is an open area of research.

* There is no one-size-fits-all solution for fairness: What accurately
represents the world? What accurately represents the world as it could

or should be?

* We should consider both consumer and producer forms of bias:
recommending most popular might be easy to implement and
effective, but we are not promoting new producers.
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Summary

* In this talk, I have presented, motivated, and defined several aspects of
FAT, with a focus on the context of RecSys.

* [ have also surveyed several works and areas of research related to
FAT and XAI. There are many open research questions to address,
and decisions to make in order to progress making RecSys useful but
also fair.
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